PHYSICAL REVIEW B 79, 125306 (2009)

Fine structure and selection rules for excitonic transitions in silicon nanostructures
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The excitonic fine structure, including splitting due to direct and exchange interactions, has experimentally
been resolved from silicon nanocrystals and from silicon nanorods. We have found the hierarchy of levels for
silicon nanorods to be different from that of silicon nanocrystals with the slower semidark state located above
the faster semibright state. The results are analyzed in terms of spin and orbital selection rules indicating that
the dimensionality of the exciton determines the relative contribution of the direct Coulomb and the exchange

interactions in these nanostructures.
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Optical spectroscopy of excitonic transitions in semicon-
ductor nanostructures is a powerful tool for studying basic
interactions between electron-hole pairs in the strong con-
finement regime where the size of the nanostructure is
smaller or comparable to the Bohr radius of the exciton.! The
Coulomb interaction that binds electron-hole pairs may also
give rise to a splitting of the excitonic states according to the
spin configuration of the carriers. For example, the exchange
interaction can split the multiplet state of the exciton into
upper, optically allowed, bright state and lower, optically
forbidden, dark state. Strong confinement of the exciton
in small nanostructures enhances the excitonic splitting
as experimentally observed for both direct-gap> and
indirect-gap>* semiconductor nanostructures. In most experi-
ments reported so far,> the experimental data are analyzed
in terms of a simple singlet-triplet model” where the degen-
eracy of the two spin 1/2 particles (e.g., the electron and the
hole) is lifted by the exchange interaction, giving rise to
lower (S=1) triplet state and an upper (S=0) singlet state.
Yet, this simplified picture ignores profound characteristics
of the nanostructures such as the properties of the bulk semi-
conductor, its degeneracy, and the orbital angular momentum
of the carriers.®? In particular, for silicon nanostructures the
electrons and the holes originate from different orbitals and
symmetry points of the Brillouin zone and therefore, these
characteristics of the carriers together with the shape and the
symmetry of the nanostructures should be manifested in the
fine structure of the exciton exchange splitting pattern.

In this work, we experimentally resolve the fine structure
of the excitonic exchange splitting pattern for silicon nano-
crystals (SiNCs) and silicon nanorods (SiNRs) with the sur-
prising observation of a different level’s hierarchy for SiNRs
where the slower semidark exciton state being at the miden-
ergy level rather than the lower energy level as in the case of
SiNCs. Our analysis indicates that in one-dimensional (1D)
Si nanostructures (e.g., SiNRs) the direct Coulomb interac-
tion dominates over the exchange interaction and is essen-
tially responsible to the fine structure of the exchange split-
ting pattern, as opposed to zero-dimensional (0D) (SiNCs)
where the exchange interaction dominates over the direct in-
teraction. We analyze these results in terms of spin and or-
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bital selection rules, reflecting the more complex structure of
the excitonic levels in silicon nanostructures.

SiNCs were grown on top of (100) p-type silicon wafer
by serial deposition of thin Si and SiO, layers using RF
magnetron sputtering followed by high-temperature (T
=1150 °C) annealing in nitrogen atmosphere.® 30 periods
consisting of 10 nm SiO, and a silicon layer with thicknesses
varying between 2-5 nm have been deposited. For the
growth of SiNRs (Ref. 10) we have used the oxide-assisted
growth method reported elsewhere.'!"!> This growth method
creates fairly long (few microns) core-shell silicon nanowires
with inner silicon core of about 10-30 nm in diameter and
outer SiO, shell with a diameter in the range of 20-50 nm. In
a recent study we have found that the blue-green photolumi-
nescence (PL) from these as-grown, moderate-size silicon
nanowires is not related to quantum size effects but rather to
interface states and oxide defects.'® In order to approach the
strong confinement regime we have applied the following
procedure. At first, the as-grown nanowires were etched by
aqueous hydrofluoric (HF) solution for 10 min to remove the
oxide shell. Next, the samples were dry oxidized for 2.5-3.5
h at a temperature of 7=700 °C. This low oxidation tem-
perature ensures slow oxidation rate and a good control of
the silicon core diameter down to the few nanometers (in
diameter) range. Figure 1 presents cross-section TEM images
of typical samples; in Fig. 1(a) few periods of SiNCs super-
lattice, with average diameter of about 4 nm, are shown
while Fig. 1(b) reveals a small silicon nanorod, 3.5 nm in
diameter and about 30 nm in length, obtained after 180 min
of oxidation. The inset to Fig. 1(b) reveals the {111} crystal
planes of silicon, which is the preferred crystallographic di-
rection of most SiNRs, and has been obtained after filtering
the corresponding image of the SiNR in the frequency do-
main. Both silicon nanostructures are embedded in the amor-
phous phase of SiO,. Room-temperature PL spectra (excited
with Ar* ion laser operating at 488 nm) of both samples are
shown in Fig. 2. For SiNRs a red-emission band appears
after 150 min of oxidation and is monotonically blueshifted
with the increasing time of oxidation'* as expected in the
quantum confinement regime.'>!> Similarly, we have ob-
served a monotonic blueshift of the PL with the decreasing
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FIG. 1. (Color online) HRTEM images revealing (top) three
layers of SiNCs, marked by dashed white lines, embedded in the
amorphous phase of SiO,. The SiNCs are marked by circles. The
insets A, B, C, D, E and F are few representative images of the
silicon crystal planes, obtained by filtering the corresponding im-
ages of the nanocrystals in the frequency domain. (bottom) The
same for a crystalline silicon nanorod coated by amorphous SiO,
with the inset showing the crystal planes of the nanorod after
filtering.

average size of the SiNCs in a very good agreement with
other reports on similar SiNCs. !¢

Next, let us describe results obtained by time-resolved PL
spectroscopy. Details of the experimental setup are described
elsewhere.®!3 The PL decay curves for all samples, tempera-
tures and wavelengths follow a stretched-exponential decay
function, I/1,=exp[—(¢/ 7)?], in a good agreement with the
temporal behavior found by us® and by others*!'* for similar
silicon nanostructures.!” The inset to Fig. 3(b) shows typical
decay curves from which, the PL decay times, 7, have been
extracted. Similar to other reports,*’ we have found a strong
dependence of the PL lifetime on temperature. However,
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FIG. 2. (Color online) Room-temperature photoluminescence
spectra from (a) SiNRs after different times of oxidation and (b)
superlattices of SiNCs with different diameters. The insets show the
models for SiNRs and SiNCs used to derive the symmetries of the
structures.

while for SiNCs we find a monotonic increase in 7 upon
cooling (i.e., slower PL decay times at lower temperatures)
until it saturates at temperatures below 20-30 K, for SiNRs
the PL decay time shows a local maximum at temperatures
~60-70 K followed by a saturation below ~30 K for all
samples and photon energies; see Fig. 3(a). In addition, we
have found that the PL is quenched at temperatures below 6
K for both samples. This range of temperatures is marked by
the dashed areas in Fig. 3 where we could not resolve the
decay time.'®

The above behavior of the PL decay time cannot be ex-
plained by a simple two-level model such as the singlet-
triplet model.>” Instead, we find the experimental data to fit
a three-level model [schematically shown in the inset to Fig.
3(a)] where the PL decay time is determined by the relative
population of the excitonic levels according to the following
expression:

1 gi/7 +(go/mo)exp(= Ay /KT) + (g3/ 73)exp(— Az /kT)
T g1+ 8> exp(= Ay /kT) + g5 exp(— Az /kT)

s

(1)

where A;; is the splitting energy between the ith and the jth
levels, 7; and g; are the lifetime and the corresponding de-
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FIG. 3. (Color online) The measured PL lifetime (symbols) ver-
sus the inverse temperature for (a) SiNRs after 180 min of oxidation
at several photon energies. The solid lines represent the best fit the
data to the three-level model of Eq. (1). The inset is a simple
scheme of the four excitonic levels (plus the ground state of no
excitons) and the allowed optical transitions. (b) The PL lifetime for
SiNCs with average diameter of 2.3 nm at photon energy of 1.72
eV. The black solid line represents the best fit of the data to a
three-level model while the red line represents the best fit to a
two-level model. In both figures, the red dashed areas represent the
range of low temperatures where the PL is quenched.

generacy of the jth level, respectively, and T is the tempera-
ture. Let us emphasize that Eq. (1) (i.e., the three-level
model) should be utilized to both SiNCs and SiNRs. For
SiNRs it means that the lowest energy level, which is the
only populated level at low temperatures, has a moderate
lifetime, 71 =50-150 usec. Upon heating, the second level
becomes populated. Therefore, the local maximum of the PL
decay time indicates that this level is characterized by the
slowest lifetime, 7,~2-4 msec. Further heating of the
SiNRs gives rise to a thermal population of the third level
that is characterized by the fastest lifetime, 73=~2-8 usec,
and is responsible to the faster PL decay times upon heating
to temperatures above ~70 K.

For SiNCs the PL decay time increases monotonically
with the decreasing temperature. Yet, here we also find the
three-level model to be the proper model for describing the
PL decay time. Figure 3(b) shows a comparison obtained by
fitting the experimental data either to the three-level model
(black line) or to the two-level model (red dashed line). Evi-
dently, we find the three-level model to fit much better for all
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FIG. 4. (Color online) Schematic illustration of the excitonic
fine structure for (a) SiNCs and (b) SiNRs oriented along the (111)
direction. From left to right we present the excitonic levels neglect-
ing both the direct and the exchange interactions (T, X T), splitting
due to direct interaction (J) and finally, the excitonic pattern after
introducing the exchange interaction, (K). For comparison, the mea-
sured energies and lifetimes of the upper three excitonic states are
presented. The corresponding spin and orbital selection rules for
each level are presented in the table on the right sides. The level’s
notations are explained in the text. The vertical dashed arrows in-
dicate the measured splitting due to exchange interaction (blue) and
due to direct interaction (black).

samples and photon energies. From these fits we find that the
lower energy level is characterized by the slowest lifetime,
71=~2-4 msec, the midlevel has a moderate lifetime, 7,
~20-60 wusec, and the upper level is characterized, again,
by the fastest lifetime, 73=~5—15 usec. Notice that this hi-
erarchy of the excitonic levels means that there is no local
maximum of the decay time since, upon heating, faster levels
are populated giving rise to a monotonic decrease in the PL
lifetime as observed in our experiments. For reasons to be
explained hereafter, we have used the following degeneracy
factors for the fittings: (g;:g,:23)=9:3:3 and =1:24:8 for
SiNCs and SiNRs, respectively. In Fig. 4, we schematically
show the fine structure of the excitonic splitting pattern for
both SiNCs and SiNRs where the splitting energies and the
lifetimes were taken to be the average values of these param-
eters. In addition, the PL quenching at temperatures below 6
K suggests an additional splitting of the lower level (for both
SiNCs and SiNRs) with the ground energy level being a dark
state. The splitting energy between the ground excitonic
states [marked |0) and |1) at the inset to Fig. 3(a)] has been
estimated to be =400-600 ueV.

To follow the origin of this surprising phenomenon of a
different level’s hierarchy associated with a change in the
dimensionality of the exciton, let us notice that the excitonic
spectra have been calculated by several groups for
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SiNCs.8%1921 Following Reboredo et al.,} we suggest that
the structure of the excitonic splitting pattern (for SiNCs) can
be explained by utilizing spin and orbital selection rules. We
notice that the symmetry of the exciton can be derived from
symmetries of the bulk silicon carriers (i.e., conduction elec-
trons and valence holes). These particles are characterized by
the 7, symmetry of the bulk silicon 7,; point group. There-
fore, we find T, X T,=T,+T,+E+A, where T}, T,, E, and A,
are the irreducible representations of the 7,; point group for a
spherical exciton. Within the electric dipole approximation,
only T, (which is the “vectorlike” representation) represents
optically active excitonic states for which optical transitions
into the ground state (i.e., no excitons) are allowed. Re-
boredo et al.® showed that the direct Coulomb interaction
already lifts the degeneracy of the exciton, forming four sub-
groups of levels accordingly. Introducing the exchange inter-
action further splits these subgroups into singlets and triplets
and finally, configuration mixing (e.g., off-diagonal interac-
tions) provides the final spectrum of the excitonic fine struc-
ture. Our measurements agree very well with this picture.
Furthermore, we can provide now a simple and elegant ex-
planation to the hierarchy of the excitonic splitting and life-
times for SiNCs. The lowest excitonic group consists of four
states (°7,3A,,%E) with a total degeneracy of 18. Optical
transitions from this subgroup are both spin and orbitally
forbidden (as all states are spin triplet and none of them
contain the T, symmetry). Hence, this group of states can be
identified as the measured dark exciton. The higher sub-
groups of semidark and semibright excitonic states include
the T, level (nine times folded degeneracy) that is orbitally
allowed but spin forbidden, the 1T1 level (three times folded
degeneracy) that is orbitally forbidden but spin allowed and
finally, the upper 'T, level (three times folded degeneracy)
that is both orbitally and spin allowed. We notice that one
should expect a significantly weaker relaxation of the spin
selection rules (mainly due to spin-orbit interaction, which is
fairly weak in silicon??) relative to the orbital selection rules
that can relax by deviations from sphericity, structural imper-
fections, surface and interface defects.?>** This provides a
nice explanation to the hierarchy of lifetimes as measured in
our experiments for SiNCs; see Fig. 4(a).

Turning to SiNRs,? let us apply similar arguments to ex-
citons in a cylindrical geometry.”® Here, we have found that
a similar (but not identical) hierarchy can be derived only for
SiNRs grown along the (100) direction (D,, point symme-
try), the (111) (C5, symmetry) and the (110) (C,, symmetry)
directions. For other directions of lower symmetry, such as
the (112) direction (Cy symmetry), one cannot derive similar
selection rules for the excitonic levels. For example, let us
consider selection rules for (111) oriented SiNRs [inset to
Fig. 2(a)] as most nanorods in our samples are oriented along
this direction; see Fig. 1(b). In this case, optically active
excitons are related to the (E+A ;) irreducible representations
(e.g., vectorlike representations). Here again, the ground dark
exciton state is composed of those states that are spin forbid-
den (triplets) and do not contain E or A; symmetries. The
results shown in Fig. 4(b) suggest that the lower 'A, level is
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spin allowed but orbitally forbidden state while the upper
SE+3A, group of states consists of spin forbidden but orbit-
ally allowed levels. Similar hierarchy can be obtained for the
other directions of high symmetry. Hence, we conclude that
the interchange of the excitonic levels hierarchy for SiNRs is
related to the corresponding swap between spin forbidden
and orbitally allowed states (relative to those of SiNCs).

To understand the origin of this phenomenon, let us esti-
mate the relative contribution of the direct Coulomb (J) and
the exchange (K) interactions to the excitonic energies.
These contributions can be estimated as follows. For SiNCs
(SiNRs) we take the energy splitting between the T, (E
+A,), orbitally allowed singlet-triplet states as an estimate of
the exchange energy, (K). This conclusion is based on the
observation that the direct Coulomb interaction does not con-
tribute to this splitting. On the other hand, as the triplet states
of the T, and the T, levels (E+A, and A, for SiNRs) are
essentially insensitive to the exchange interaction, we take
the energy difference between these levels as an estimate of
the splitting energy caused by the direct term, (AJ). From the
experimental results (see Fig. 4) we can now evaluate the
ratio of these terms in 0D (SiNCs) and in 1D (SiNRs);?’

(KIADop

40 = 20. 2
(KIAD1p @

We conclude that in OD the larger exchange splitting of
orbitally allowed states causes the spin forbidden state (*7,)
to fall below the spin allowed state ('7;). In 1D (SiNRs),
however, the smaller exchange splitting of orbitally allowed
states does not give rise to an interchange of the spin forbid-
den (*E+%A,) and the spin allowed ('A,) states. We can
point out few possible mechanisms that could be responsible
to this result. For example, it has been suggested that the
long-range exchange interaction”® plays a more profound
role in 0D whereas dielectric screening is less efficient in 1D.
It has also been suggested that the exchange energy is more
sensitive to quantum confinement of the carriers than the
direct Coulomb energy.'® Yet, further investigation based on
first-principles calculations, which is beyond the scope of
this work, is required to verify the origin of this phenom-
enon.

In summary, we have revealed the fine structure of the
exciton in silicon nanostructures, showing that it consists of
a ground dark state, upper semidark and semibright states
and finally upper bright state. Yet, for SiNRs the slowest
semidark state falls above the faster semibright state as op-
posed to SiNCs. We assign this phenomenon to the role of
direct and exchange interactions where the larger exchange
interaction in OD swaps the spin forbidden and orbitally al-
lowed states whereas in 1D, the smaller exchange to direct
energies ratio does not allow such a phenomenon.
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